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ABSTRACT

Screen Content Coding (SCC) extension is currently being developed by Joint Collaborative Team on Video Coding (JCT-VC), as the final extension for the latest High-Efficiency Video Coding (HEVC) standard. It employs some new coding tools and algorithms (including palette coding mode, intra block copy mode, adaptive color transform, adaptive motion compensation precision, etc.), and outperforms HEVC by over 40% bitrate reduction on typical screen contents. However, enormous computational complexity is introduced on encoder primarily due to heavy optimization processing, especially rate distortion optimization (RDO) for Coding Unit (CU) partition decision and mode selection. This paper proposes a novel machine learning based approach for fast CU partition decision using features that describe CU statistics and sub-CU homogeneity. The proposed scheme is implemented as a "pre-processing" module on top of the Screen Content Coding reference software (SCM-3.0). Compared with SCM-3.0, experimental results show that our scheme can achieve 36.8% complexity reduction on average with only 3.0% BD-rate increase over 11 JCT-VC testing sequences when encoded using "All Intra" (AI) configuration.
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I. INTRODUCTION

Cloud based applications, such as virtual desktop interface, online gaming, shared screen collaboration, distance education, etc., have drawn more and more attention. Correspondingly, new opportunities and challenges are introduced on how to efficiently compress high-definition computer-generated screen contents for limited bandwidth and computing resources. To better understand the natural statistics of screen contents and develop potential compression technologies, JCT-VC launched the development of screen content extension on top of HEVC in early 2014. New promising coding techniques (e.g., palette coding mode, intra block copy mode, adaptive color transform, etc.) were identified in the previous JCT-VC meetings and have been adopted in the official test model SCM-3.0 [1].

However, the intrinsic flexibility of HEVC partitioning scheme and the additional SCC tools impose significant computational burden on encoder, primarily during the seeking of optimal combinations of CU partitions and CU modes, as summarized into the following two fundamental problems:

Mode Decision: given current CU, which mode (among 35 intra modes, palette mode and intra block copy mode) should be chosen to minimize Rate-Distortion (RD) cost?

Partition Decision: given current CU, should it be further partitioned into smaller sub-CUs? Or equivalently, whether current CU optimal RD cost will exceed the combined RD cost of sub-CUs (each using optimal mode and partition)?

In SCM-3.0, an exhaustive search method is employed to solve these two problems by examining all possible modes for current CU and comparing RD cost of current CU using the best mode and the sum of RD costs from its sub-CUs, each using best mode and partition. However, for applications in real-time, such exhaustive mode/partition search strategy is never practical. Thus, it is important to develop fast algorithms for CU partition and mode decisions while maintaining the coding efficiency. There are many prior works on HEVC encoder acceleration. These papers can be roughly categorized into the following classes:

Class 1: Mode Reduction. A fast intra mode decision algorithm was proposed [2], which exploits the directional information of neighboring blocks to reduce the number of intra directional predictions to be considered in rate distortion optimization (RDO). Another gradient-based approach [3] uses CU direction histogram analysis to reduce the pool size of intra mode candidates before RDO calculation.

Class 2: Cost Replacement. An entropy-based fast Large Coding Unit (LCU) partition algorithm [4] was proposed, which replaces heavy RDO calculation by Shannon entropy calculation to boost encoder speed.

Class 3: Partition Fast Termination. In [5], A fast CU splitting decision scheme was proposed, using weighted SVM for early CU partition termination. Another fast termination algorithm [6] was recently proposed, using texture complexity of neighboring blocks to eliminate unnecessary partitions of current CU.

These prior contributions were proposed for natural video coding without considering the unique signal properties of screen contents and the newly-introduced coding modes for SCC. Statistically, computer-generated screen contents (such as
text, icon, graphics, etc.) tend to contain less distinct colors, sharper edges, irregular motions, repetitive patterns and less complicated local textures and orientations. On the other hand, the newly-introduced screen content coding tools (e.g., Intra Block Copy and Palette Coding Mode) are dependent on the previously encoded contents. Traditional homogeneity-based criterion on fast CU partition decision is not sufficient.

In this paper, we explore the feature-driven classification approaches for SCC fast CU splitting decision. By evaluating the feature relevance to the partition decision and comparing the prediction accuracies of several major classifier models, we propose a neural network based classification scheme with properly chosen features to achieve optimal "Rate-Distortion-Complexity" balance.

The sequel of this paper is structured as follows. Section 2 briefly reviews SCM-3.0 coding scheme, new coding tools and discusses the major challenges for fast CU partition beyond conventional HEVC. Section 3 explains our learning model selection, feature selection and model parameter training methodologies. In Section 4, the encoder implementation is illustrated from CU encoding workflow perspective. In Section 5, experimental results are presented and this paper concludes in Section 6 with future work summarized.

II. SCM-3.0 QUICK REVIEW

A. SCM-3.0 CU Size Optimization

SCM-3.0 shares exactly the same flexible quadtree block partitioning scheme as HEVC, which enables the use of CUs, Prediction Units (PUs) and Transform Units (TUs) to adapt to diverse picture contents. CU is the basic unit for mode decision and is always in square shape.

At encoder, pictures are divided into a series of non-overlapping LCUs and each LCU can be further partitioned into four equal-sized smaller CUs. These CUs can be recursively partitioned until the maximum hierarchical depth is reached, as shown in Figure 1. At each CU-level, to determine the optimal encoding parameters (including partition decision and mode decision), an exhaustive search method is currently employed by examining and comparing RD cost of current CU (without splitting) using the best mode against sum of RD costs of 4 sub-CUs (each using best mode and partition).

Figure 1. SCM-3.0 CU Hierarchical Quadtree Partitioning Structure

B. SCM-3.0 New Coding Modes

Beyond conventional HEVC, SCM-3.0 adopts two additional intra-frame coding tools, known as "Intra Block Copy" (IBC) [7][8] and "Palette Mode" [9] to compress screen contents more efficiently.

"Intra Block Copy" is an intra-frame version of the block matching scheme. To compress the current CU, the encoder will look back into previously coded area (either restricted or global) and find the best matching block. If chosen, an explicit "Block Vector" (BV) will be signaled to indicate the relative spatial offset between the best matching block and current CU.

"Palette Mode" encodes current CU as a combination of a color table and an index map. Color table stores representative color "triplets" of RGB or YUV. Then the original pixel block is translated into an index map indicating which color entry in the color table is used for each pixel.

C. SCC Fast Partition Challenges

Palette mode and intra block copy mode are both highly dependent on the graphic patterns and image colors that appeared previously. This "historical context dependency" makes fast CU partition problem much more complicated and challenging. For intra block copy (IBC) mode, depending on whether similar pattern appeared previously, IBC encoding costs of same CU pattern but at different locations may vary significantly. Similarly, for palette mode, two color tables are created. One is used for current CU and the other (also known as "palette predictor") is served as a dynamic lookup table storing the historical colors previously used. For the same CU pattern but at different locations, depending on whether similar colors appeared previously and how frequent these colors are, the palette mode encoding costs may vary significantly.

In conventional HEVC, CU homogeneity is an excellent indicator to decide whether to further partition. However, in SCM-3.0, homogeneity alone is not sufficient. New coding tools make "inhomogeneous" CUs possible to be encoded as a whole block. As shown in Figure 2, three 16x16 textual CUs in the top row are coded directly using palette mode (marked in green) without further partitioning into smaller 8x8 intra CUs (marked in purple) in the bottom row.

Figure 2. LCU Partition Decision Comparison between SCM-3.0 and HEVC
(Top: Text LCU coded by SCM-3.0; Bottom: Text LCU coded by HEVC)

III. MACHINE LEARNING FOR CU PARTITIONING DECISION

A. Feature Selection

Statistically, we have some prior knowledge for screen content coding and relationships between image pattern and mode selection. For instance, "Flat" or "Homogenous" regions are more likely to be encoded in larger CUs using Intra Mode. Palette-coded blocks are more likely to contain limited color number and sharper edges. Discontinuous-tone screen content areas are more likely to be encoded using IBC or Palette mode than Intra mode. Larger CUs are more likely to be further partitioned than smaller CUs especially under low QP setting.

With such prior knowledge, we may derive some dominant features, such as CU variance, CU distinct color number, CU gradient distribution and color concentration, etc. On the initial stage, 52 "direct" features are chosen, as follows:
• Group A: DC Values of CU and sub-CUs (5 terms);
• Group B: Variances of CU and sub-CUs (5 terms);
• Group C: Distinct Color Numbers in CU and sub-CUs (5 terms);
• Group D: Color Kurtosis of CU and 4 sub-CUs (5 terms);
• Group E: Gradient Kurtosis of CU and 4 sub-CUs (5 terms);
• Group F: Gradient Histograms of CU and 4 sub-CUs (Each histogram is directionally quantized into 4 bins, totally 20 terms);
• Group G: Edge Pixel Percentages of CU and 4 sub-CUs (5 terms that describe pixel proportion whose gradient magnitudes are above our predefined threshold 30);
• Group H: Quantization Parameter (QP);
• Group I: CU size.

These initial features were pre-evaluated using "Minimum Redundancy Maximum Relevance" (mRMR) [10]. This mutual information based algorithm gives us a rough estimation on feature importance. Then we further tested the feature rankings by excluding one feature term at a time and then evaluating the classification accuracy.

Preliminary tests show that CU size, QP value, CU variance, CU distinct color number, CU gradient kurtosis (which reflects the "peakiness" of CU color histogram) and CU edge pixel percentage carry more weight in partition decision. Besides, the consistency among 4 sub-CUs are more correlated with partition decision than direct sub-CU features. Thus, we introduced a CU-level composite feature term named "sub-CU major directional inconsistency" (MDI) as defined in (1), where "min" and "abs" are minimum value and absolute value operator and "f_{\theta_{1}}", "f_{\theta_{2}}", "f_{\theta_{3}}" and "f_{\theta_{4}}" are any possible direct features for upper-left, upper-right, lower-left, and lower-right sub-CUs.

\[ f_{\text{MDI}} = \text{min}(\text{abs}(f_{\theta_{1}} - f_{\theta_{2}}), \text{abs}(f_{\theta_{1}} - f_{\theta_{3}}), \text{abs}(f_{\theta_{1}} - f_{\theta_{4}}), \text{abs}(f_{\theta_{2}} - f_{\theta_{3}})) \]  

Instead of using QP and CU size as input features, we decide to train separate classifiers for different QP values and CU sizes to enhance the prediction accuracy.

The final feature set contains five CU direct features and five CU composite MDIs, as listed below:

• Feature 1: CU variance;
• Feature 2: CU distinct color number;
• Feature 3: CU color histogram kurtosis;
• Feature 4: CU gradient histogram kurtosis;
• Feature 5: CU edge pixel percentage;
• Feature 6: MDI for Sub-CU DC value;
• Feature 7: MDI for Sub-CU variance;
• Feature 8: MDI for Sub-CU distinct color number;
• Feature 9: MDI for Sub-CU color histogram kurtosis;
• Feature 10: MDI for Sub-CU gradient histogram kurtosis.

These 10 features provide high prediction accuracy on most CUs. However, for sequences dominated by IBC or palette blocks, such as "Console" and "Desktop" in [12], the prediction accuracy is reduced due to "context dependency". Even after we incorporate neighboring CU mode and partition information, we still cannot significantly improve the partition prediction accuracy. To resolve this insufficient accuracy, we apply a workflow-level compensation scheme by allowing a full-RDO test when the predicted partition decision is close to classifier decision boundary, as described with details in Section IV.

B. Classifier Model Selection

Several popular supervised learning methods, including "Logistic Regression" (LR), "Linear Perceptron Classifier" (LPC), "Support Vector Machine" (SVM) [11] and "Neural Networks" (NN) were tested on 11 JCT-VC testing sequences [12]. Using the same features and dataset division, our preliminary experiments show that LR and LPC converge much faster but the prediction accuracy is lower than SVM and NN, especially on smaller CUs. For SVM, because our data samples are not linearly separable, we need to use Gaussian Radial Basis Function Kernel to implicitly map input features onto high-dimensional space. As a result, all supporting vectors (SVs) derived during the training stage have to be stored within the encoder for future prediction and the number of SVs tend to grow larger when training samples are increased. For instance, the number of SVs is over 2400 on average when we used 10000 random training samples. This will not only consume a huge amount of encoder memory but also make resultant classifier less adaptive to new data. Taken into account the prediction accuracy, encoder memory consumption and model simplicity, we finally adopt NN as our learning model.

C. Neural Network Parameter Training

Our training dataset contains CUs from first 30 frames of 11 SCC test sequences, totally 143,400 CU64 samples, 554,400 CU32 samples and 2,368,800 CU16 samples. For each CU size, the samples are divided into training-validation-set (TVS) and testing set (TSS). TVS contains CUs from 8 sequences and TSS contains CUs from the other 3 sequences. To ensure all block patterns are examined, TVS samples are randomly permuted and divided into 4 equal-sized folds, with 3 folds treated as training set (TRS) and the remaining fold used as validation set (VLS). Due to the huge size of our TVS, we only used 75,000 random samples from TRS to train the neural network and 25,000 random samples from VLS to validate the generalization accuracy and tune NN parameters. Experiments show that the prediction accuracy on VLS does not vary much as we increase the TRS sample number.

The ground-truth CU partition decision labels are obtained by encoding 11 SCC sequences using SCM-3.0 encoder with default settings according to SCC common testing conditions [12]. Classifier models are trained on three CU levels (namely CU64, CU32 and CU16) for each QP setting (namely QP22, QP27, QP32 and QP37), respectively.

For simplicity, 2-layer NN structure is used with "sigmoid" transfer function between input and hidden layer and another "sigmoid" transfer function between hidden layer and output. NN training is implemented on Matlab using Neural Network Toolbox (Version 8.1).

To determine the optimal hidden layer node number for each CU size and QP level, cross-validations are used by randomly shuffling the folds between TRS and VLS. The node numbers that give the highest averaged validation accuracy among all shuffling are chosen. In our case, the optimal hidden node numbers are 6, 5 and 5 for CU64, CU32 and CU16, respectively.

IV. SCC FAST ENCODER IMPLEMENTATION

A pre-processing module with our network parameters (including weighting factors and bias terms for each CU size and QP level) is implemented and embedded in SCM-3.0 encoder software before intra-frame mode selection.

The NN classifier outputs a decision variable between 0 and 1, which can be interpreted as the probability that the CU belongs to "Partitioned CU" class. Rather than using a hard decision boundary (e.g., 0.5) to classify "Partitioned CU" and
"Non-Partitioned CU", we introduce a tunable parameter called "soft-decision testing margin" (SDTM) and apply SCM-3.0 full RD test to the CUs with NN outputs in the range of (0.5-SDTM, 0.5+SDTM). SDTM provides a controllable tradeoff between RD performance and complexity saving. A larger SDTM will preserve RD performance better but simultaneously reduce complexity saving. In our proposed encoder, a SDTM of value 0.2 is used. Namely, when NN decision is above 0.7, CU will be split directly and current CU-level mode selection will be bypassed; when NN decision is below 0.3, CU will not be split and all following sub-CU RDO will be terminated; when NN decision is between 0.3 and 0.7, SCM-3.0 default RDO will be used, as shown below in Figure 3.

![Figure 3. Proposed CU Encoding Workflow](image)

**V. EXPERIMENTAL RESULTS**

Experiments are conducted on full-sequence data from the 11 screen content testing sequences selected by the experts in JCT-VC group [8]. These 8-bit sequences cover most typical screen content applications, such as "Desktop", "Console", "Map", "WebBrowsing", "SlideShow", etc., as shown in Figure 4. The encoding parameters (e.g. frame number, frame rate, QP, etc.) we used for each sequence are consistent with official common testing conditions described in [12].

![Figure 4. Sample Frames from JCT-VC SCC Sequences](image)

**TABLE I. PROPOSED ENCODER PERFORMANCE EVALUATION**

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>Proposed</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rate</td>
<td>psnr</td>
<td>time</td>
</tr>
<tr>
<td>Map</td>
<td>22</td>
<td>54.20</td>
<td>50.15</td>
</tr>
<tr>
<td>Programming</td>
<td>27</td>
<td>50.26</td>
<td>45.89</td>
</tr>
<tr>
<td>SlideShow</td>
<td>27</td>
<td>50.12</td>
<td>43.10</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>50.09</td>
<td>36.85</td>
</tr>
<tr>
<td>WebBrowsing</td>
<td>32</td>
<td>51.67</td>
<td>48.87</td>
</tr>
<tr>
<td>MissionControl</td>
<td>32</td>
<td>50.95</td>
<td>45.08</td>
</tr>
<tr>
<td>BasketballScreen</td>
<td>37</td>
<td>49.51</td>
<td>50.08</td>
</tr>
<tr>
<td>Console</td>
<td>37</td>
<td>50.63</td>
<td>48.11</td>
</tr>
<tr>
<td>Desktop</td>
<td>32</td>
<td>52.52</td>
<td>49.67</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>54.06</td>
<td>40.77</td>
</tr>
<tr>
<td>MissionControl2</td>
<td>37</td>
<td>56.37</td>
<td>43.78</td>
</tr>
<tr>
<td>MissionControl3</td>
<td>32</td>
<td>56.72</td>
<td>39.81</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>59.95</td>
<td>35.66</td>
</tr>
<tr>
<td>Robot</td>
<td>37</td>
<td>54.83</td>
<td>33.07</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>55.70</td>
<td>29.05</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>55.48</td>
<td>25.59</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>54.61</td>
<td>22.01</td>
</tr>
<tr>
<td>MissionControl2</td>
<td>32</td>
<td>55.59</td>
<td>35.66</td>
</tr>
<tr>
<td>MissionControl3</td>
<td>37</td>
<td>59.95</td>
<td>33.07</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>55.70</td>
<td>29.05</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>55.48</td>
<td>25.59</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>54.61</td>
<td>22.01</td>
</tr>
</tbody>
</table>

38% for "text/graphics" category, 35% for "mixed-content" category and 34% for "Animation" category with an averaged BD-rate increment within 3.0%. The detailed simulation results are provided below in Table I.

**VI. CONCLUSIONS**

In this paper, a novel machine learning based fast CU partition decision scheme is proposed to reduce the SCC encoder complexity. On top of SCM-3.0, our proposed neural network based classifier is implemented. Our simulation results show that the proposed scheme may introduce an average of 36.8% complexity reduction with only 3.0% BD-rate increase on average. Future investigations of this project may include (1) SCC advanced feature selection using deep learning techniques and (2) machine learning based SCC fast mode decision among Intra, Palette and IBC modes.
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